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Abstract. The goal of our work is object categorization in real-world scenes.
That is, given a novel image we want to recognize and localize unseen-before
objects based on their similarity to a learned object category. For use in a real-
world system, it is important that this includes the ability to recognize objects at
multiple scales.

In this paper, we present an approach to multi-scale object categorization using
scale-invariant interest points and a scale-adaptive Mean-Shift search. The ap-
proach builds on the method from [12], which has been demonstrated to achieve
excellent results for the single-scale case, and extends it to multiple scales. We
present an experimental comparison of the influence of different interest point
operators and quantitatively show the method’s robustness to large scale changes.

1 Introduction

Many current object detection methods deal with the scale problem by performing an
exhaustive search over all possible object positions and scales [17-19]. This exhaus-
tive search imposes severe constraints, both on the detector’s computational complexity
and on its discriminance, since a large number of potential false positives need to be
excluded. An opposite approach is to let the search be guided by image structures that
give cues about the object scale. In such a system, an initial interest point detector tries
to find structures whose extend can be reliably estimated under scale changes. These
structures are then combined to derive a comparatively small number of hypotheses for
object locations and scales. Only those hypotheses that pass an initial plausibility test
need to be examined in detail. In recent years, a range of scale-invariant interest point
detectors have become available which can be used for this purpose [13-15, 10].

In this paper, we apply this idea to extend the method from [12, 11]. This method
has recently been demonstrated to yield excellent object detection results and high ro-
bustness to occlusions [11]. However, it has so far only been defined for categorizing
objects at a known scale. In practical applications, this is almost never the case. Even
in scenarios where the camera location is relatively fixed, objects of interest may still
exhibit scale changes of at least a factor of two simply because they occur at different
distances to the camera. Scale invariance is thus one of the most important properties
for any system that shall be applied to real-world scenarios without human intervention.

This paper contains four main contributions: (1) We extend our approach from [12,
11] to multi-scale object categorization, making it thus usable in practice. Our exten-
sion is based on the use of scale-invariant interest point detectors, as motivated above.
(2) We formulate the multi-scale object detection problem in a Mean-Shift framework,
which allows to draw parallels to Parzen window probability density estimation. We



Method Agarwal et al [1]|Garg et al [9]|Leibe et al [11]|Fergus et al [8]|Our approach

Equal Error Rate ~79% ~88% 97.5% 88.5% 91.0%

Scale Inv. no no no yes yes

Table 1. Comparison of results on the UIUC car database reported in the literature.

show that the introduction of a scale dimension in this scheme requires the Mean-
Shift approach to be extended by a scale adaption mechanism that is different from the
variable-bandwidth methods proposed so far [6, 4]. (3) We experimentally evaluate the
suitability of different scale-invariant interest point detectors and analyze their influence
on the recognition results. Interest point detectors have so far mainly been evaluated in
terms of repeatability and the ability to find exact correspondences [15, 16]. As our task
requires the generalization to unseen objects, we are more interested in finding similar
and typical structures, which imposes different constraints on the detectors. (4) Last
but not least, we experimentally evaluate the robustness of the proposed approach to
large scale changes. While other approaches have used multi-scale interest points also
for object class recognition [7, 8], no quantitative analysis of their robustness to scale
changes has been reported. Our results show that the proposed approach outperforms
state-of-the-art methods while being robust to scale changes of more than a factor of
two. In addition, our quantitative results allow to draw some interesting conclusions for
the design of suitable interest point detectors.

The paper is structured as follows. The next section discusses related work. After
that, we briefly review the original single-scale approach. Section 3 then describes our
extension to multiple scales. In Section 4, we examine the influence of different interest
point detectors on the recognition result. Finally, Section 5 evaluates the robustness to
scale changes.

2 Reated Work

Many current methods for detection and recognition of object classes learn global or
local features in fixed configurations or using configuration classifiers [17-19]. They
recognize objects of different sizes by performing an exhaustive search over scales.
Other approaches represent objects by more flexible models involving hand-defined
or learned object parts. [20] models the joint spatial probability distribution of such
parts, but does not explicitly deal with scale changes. [8] extends this approach to learn
scale-invariant object parts and estimates their joint spatial and appearance distribution.
However, the complexity of this combined estimation step restricts the method to a
small number of parts. [7] also describes a method for selecting scale-invariant object
parts, but this method is currently defined only for part detection, not yet on an object
level. Most directly related to our approach, [1] learns a vocabulary of object parts for
recognition and applies a SNoW classifier on top of them (which is later combined with
the output of a more global classifier in [9]). [3] learns a similar vocabulary for gen-
erating class-specific segmentations. Both approaches only consider objects at a single
scale. Our approach combines both ideas and integrates the two processes of recogni-
tion and figure-ground segmentation into a common probabilistic framework [12, 11],
which will also be the basis for our scale-invariant system. The following section briefly
reviews this approach. As space does not permit to give a complete description, we only
highlight the most important points and refer to [12, 11] for details.



2.1 Basic Approach

The variability of a given object category is represented by learning, in a first step, a
class-specific codebook of local appearances. For this, fixed-size image patches are ex-
tracted around Harris interest points from a set of training images and are clustered with
an agglomerative clustering scheme. We then learn the spatial distribution of codebook
entries for the given category by storing all locations the codebook entries were matched
to on the training objects. During recognition, this information is used in a probabilis-
tic extension of the Generalized Hough Transform [2,14]. Each patch e observed at
location £ casts probabilistic votes for different object identities o0,, and positions x ac-
cording to the following equation:

p(on, z|e,€) =D plon, |1, )p(Ti]e). D)

where p(I;|e) denotes the probability that patch e matches to codebook entry I;, and
plon, x|I;,¢) describes the stored spatial probability distribution for the object center
relative to an occurrence of that codebook entry. In [12], object hypotheses are found as
maxima in the voting space using a fixed-size search window W':

score(on, &) = Z Z P(0on, |6k, ). (2)
k z;eW(x)
For each such hypothesis, we then obtain the per-pixel probabilities of each pixel being
figure or ground by the following double marginalization, thus effectively segmenting
the object from the background (again see [12, 11] for details):
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The per-pixel probabilities are then used in an MDL-based hypothesis verification stage
in order to integrate only information about the object and discard misleading influences
from the background [11]. The resulting approach achieves impressive results (as a
comparison with other methods in Tab. 1 shows), but it has the inherent limitation that
it can only recognize objects at a known scale. In practical applications, however, the
exact scale of objects is typically not known beforehand, and there may even be several
objects with different scales in the same scene. In order to make the approach applicable
in practice, it is thus necessary to achieve scale-invariant recognition.

3)

3 Extension to Multiple Scales

A major point of this paper is to extend recognition to multiple scales using scale-
invariant interest points. The basic idea behind this is to replace the single-scale Harris
codebook used up to now by a codebook derived from a scale-invariant detector. Given
an input image, the system applies the detector and obtains a vector of point locations,
together with their associated scales. Patches are extracted around the detected locations
with a radius relative to the scale o of the interest point (here: » = 30). In order to match
image structures at different scales, the patches are then rescaled to the codebook size
(in our case 25 x 25 pixels).

The probabilistic framework can be readily extended to multiple scales by treat-
ing scale as a third dimension in the voting space. If an image patch found at loca-
tion (Zimg, Yimg, Simg) Matches to a codebook entry that has been observed at position
(Zoce, Yoees Soce) ON @ training image, it votes for the following coordinates:



Tyote = wimg - wocc(simg/socc) (4)

Yvote = yimg - yocc(simg/socc) (5)

Svote = (Simg/socc) (6)
However, the increased dimension of the voting space makes the maxima search com-
putationally more expensive. For this reason, we employ a two-stage search strategy. In
a first stage, votes are collected in a binned 3D Hough accumulator array in order to
quickly find local maxima. Candidate maxima from this first stage are then refined in
the second stage using the original (continuous) 3D votes. Instead of a simple but ex-
pensive sliding-window technique, we formulate the search in a Mean-Shift framework.
For this, we replace the simple search window W from equation (2) by the following
kernel density estimate:

r — .27]'

Pow ) = —3 33 plow aslen, 6 K2 ) ™
ko J

where the kernel K is a radially symmetric, nonnegative function, centered at zero and
integrating to one. From [5], we know that a Mean-Shift search using this formula-
tion will quickly converge to local modes of the underlying distribution. Moreover, the
search procedure can be interpreted as a Parzen window probability density estimation
for the position of the object center.

From the literature, it is also known that the performance of the Mean-Shift pro-
cedure depends critically on a good selection for the kernel bandwidth h. Various ap-
proaches have been proposed to estimate the optimal bandwidth directly from the data,
e.g. [6,4]. In our case, however, we have an intuitive interpretation for the bandwidth
as a search window for the position of the object center. As the object scale increases,
the relative errors introduced by equations (4)-(6) cause votes to be spread over a larger
area around the hypothesized object center and thus reduce their density in the voting
space. As a consequence, the kernel bandwidth should also increase in order to compen-
sate for this effect. We can thus make the bandwidth dependent on the scale coordinate
and obtain the following balloon density estimator [6]:
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For K we use a uniform spherical kernel with a radius corresponding to 5% of the
hypothesized object size. Since a certain minimum bandwidth needs to be maintained
for small scales, though, we only adapt it for scales greater than 1.0.

We have thus formulated the multi-scale object detection problem as a scale-adaptive
Mean-Shift search procedure. Our experimental results in Section 5 will show that this
scale adaptation step is indeed needed in order to provide stable results over large scale
changes. The performance of the resulting approach depends on the capability of the
underlying patch extractor to find image structures that are both typical for the object
category and that can be accurately localized in position and scale. As different detec-
tors are optimized for finding different types of structures, the next section evaluates the
suitability of various scale-invariant interest point detectors for categorization

4 |nfluence of I nterest Point Detectors

Typically, interest point detectors are only evaluated in terms of their repeatability.
Consequently, significant effort has been spent on making the detectors discriminant



Fig. 1. Scale-invariant interest points found by (from left to right) the exact DoG, the fast DoG,
the regular Harris-Laplace, and the fast Harris-Laplace detector on two example images (The
smallest scales are omitted in order to reduce clutter).

enough that they find exactly the same structures again under different viewing condi-
tions. However, we strongly believe that the evaluation should be in the context of a
task. In our case, the task is to recognize and localize previously unseen objects of a
given category. This means that we cannot assume to find exactly the same structures
again; instead the system needs to generalize and find structures that are similar enough
to known object parts while still allowing enough flexibility to cope with variations.
Also, because of the large intra-class variability, more potential matching candidates
are needed to compensate for inevitable mismatches. Last but not least, the interest
points should provide a sufficient cover of the object, so that it can be recognized even
if some important parts are occluded. Altogether, this imposes a rather different set of
constraints on the interest point detector. As a first step we therefore have to compare
the performance of different interest point operators for the categorization task.

In this work, we evaluate two different types of scale-invariant interest point oper-
ators: the Harris-Laplace detector [15], and the DoG (Difference of Gaussian) detector
[14]. Both operators have been shown to yield high repeatability [16], but they differ in
the type of structures they respond to. The Harris-Laplace prefers corner-like structures
by searching for multi-scale Harris points that are simultaneously extrema of a scale-
space Laplacian, while the DoG detector selects blob-like structures by searching for
scale-space maxima of a Difference-of-Gaussian. For both detectors, we additionally
examine two variants: a regular and a speed-optimized implementation (operating on a
Gaussian pyramid). Figure 1 shows the kind of structures that are captured by the dif-
ferent detectors. As can already be observed from these examples, all detectors manage
to capture some characteristic object parts, such as the car’s wheels, but the range of
scales and the distribution of points over the object varies considerably between them.

In order to obtain a more quantitative assessment of their capabilities, we com-
pare the different interest point operators on a car detection task using our extended
approach. As a test set, we use the UIUC database [1], which consists of 170 images
containing a total of 200 sideviews of cars. For all experiments reported below, training
is done on a set of 50 hand-segmented images (mirrored to represent both car direc-
tions). In a first stage, we compare the recognition performance if the test images are of
the same size as the training images. Since our detectors are learned at a higher resolu-
tion than the cars in the test set, we rescale all test images by the same factor prior to
recognition. (Note that this step does not increase the images’ information content.)
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Fig. 2. Performance comparison on the UIUC database. (left) Precision-Recall curves of different
interest point detectors for the single-scale case. (right) EER performance over scale changes
relative to the size of the training examples.

Figure 2(left) shows a comparison of the detectors’ performances. It can be seen
that the single-scale Harris codebook from [11] achieves the best results with 97.5%
equal error rate (EER). Compared to its performance, all scale-invariant detectors result
in codebooks that are less discriminant. This could be expected, since invariance always
comes at the price of reduced discriminance. However, the exact DoG detector reaches
an EER performance of 91%, which still compares favorably to state-of-the-art methods
(see Tab. 1). The fast DoG detector performs only slightly worse with 89% EER. In
contrast, both Harris-Laplace variants are notably inferior with 59.5% for the regular
and 70% for the speed-optimized version.

The main reason for the poorer performance of the Harris-Laplace detectors is that
they return a smaller absolute number of interest points on the object, so that a sufficient
cover is not always guaranteed. Although previous studies have shown that the Harris-
Laplace points are more discriminant individually [7], their smaller number is a strong
disadvantage. The DoG detectors, on the other hand, both find enough points on the
objects and are discriminant enough to allow reliable matches to the codebook. They
are thus better suited for our categorization task. For this reason, we only consider DoG
detectors in the following experiments.

5 Robustnessto Scale Changes

We now analyze the robustness to scale changes. In particular, we are interested in the
limit to the detectors’ performance when the scale of the test images is altered by a large
factor and the fraction of familiar image structures is thus decreased. Rather than to test
individual thresholds, we therefore compare the maximally achievable performance by
looking at how the equal error rates are affected by scale changes.

In the following experiment, the UIUC database images are rescaled to different
sizes and the performance is measured as a function of the scaling factor relative to the
size of the training examples. Figure 2(right) shows the EER performances that can be
achieved for scale changes between factor 0.4 (corresponding to a scale reduction of
1:2.5) and factor 2.2. When the training and test images are approximately of the same
size, the single-scale Harris codebook is highly discriminant and provides the superior
performance described in the previous section. However, the evaluation shows that it
is only robust to scale changes up to about 20%, after which its performance quickly
drops. The exact-DoG codebook, on the other hand, is not as discriminative and only
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Fig. 3. (top) Visualization of the range of scales tested in the experiments, and the corresponding
car detections. Training has been performed at scale 1.0.; (bottom) Segmentations automatically
obtained for these examples. (white: figure, black: ground, gray: not sampled)

achieves an EER of 91% for test images of the same scale. However, it is far more robust
to scale changes and can compensate for both enlargements and size reductions of more
than a factor of 2. Up to a scale factor of 0.6, its performance stays above 89%. Even
when the target object is only half the size of those seen during training, it still provides
an EER of 85%. For the larger scales, the performance gradation is similar. The fast
DoG detector performs about 10% worse, mainly because its implementation with a
Gaussian pyramid restricts the number and precision of points found at higher scales.
Figure 2(right) also shows that the system’s performance quickly degrades without the
scale adaptation step from Section 3, confirming that this step is indeed important.

An artifact of the interest point detectors can be observed when looking at the per-
formance gradation over scale. Our implementation of the exact DoG detector estimates
characteristic scale by computing three discrete levels per scale octave [14] and inter-
polates between them using a second-order polynomial. Correspondingly, recognition
performance is highest at scale levels where structure sizes can be exactly computed
(namely {0.6,1.0,1.3,1.6,2.0}, which correspond to powers of (/2)). In-between
those levels, the performance slightly dips. Although this effect can easily be alleviated
by using more levels per scale octave, it shows the importance of this design decision.

Figure 3 shows a visualization of the range of scales tested in this experiment. Our
approach’s capability to provide robust performance over this large range of image vari-
ations marks a significant improvement over [11]. In the bottom part of the figure, the
automatically generated segmentations are displayed for the different scales. Compared
to the single-scale segmentations from [11], the segmentation quality is only slightly
inferior, while being stable over a wide range of scales.

6 Conclusion and Future Work

In this paper, we have presented a scale invariant extension of the approach from [12,
11] that makes the method applicable in practice. By reformulating the multi-scale ob-
ject detection problem in a Mean-Shift framework, we have obtained a theoretically
founded interpretation of the hypothesis search procedure which allows to use a prin-
cipled scale adaptation mechanism. Our quantitative evaluation over a large range of
scales shows that the resulting method is robust to scale changes of more than a factor
of 2. In addition, the method retains the capability to provide an automatically derived
object segmentation as part of the recognition process.



As part of our study, we have also evaluated the suitability of different scale-invariant
interest point detectors for the categorization task. One interesting result is that, while
found to be more discriminant in previous studies [15, 7], the Harris-Laplacian detector
on its own does not detect enough points on the object to enable reliable recognition.
The DoG detector, on the other hand, both finds enough points on the object and is dis-
criminant enough to yield good recognition performance. This emphasizes the different
characteristics the object categorization task brings with it, compared to the identifi-
cation of known objects, and the consequent need to reevaluate design decisions. An
obvious extension would be to combine both Harris-type and DoG-type interest points
in a common system. Since both detectors respond to different image structures, they
can complement each other and compensate for missing detections. Consequently, we
expect such a combination to be more robust than the individual detectors.
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