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Abstract

We present a novel 3D scanning system combining stereo
and active illumination based on phase-shift for robust and
accurate scene reconstruction. Stereo overcomes the tra-
ditional phase discontinuity problem and allows for the re-
construction of complex scenes containing multiple objects.
Due to the sequential recording of three patterns, motion
will introduce artifacts in the reconstruction. We develop
a closed-form expression for the motion error in order to
apply motion compensation on a pixel level. The resulting
scanning system can capture accurate depth maps of com-
plex dynamic scenes at 17 fps and can cope with both rigid
and deformable objects.

1. Introduction

The development of non-contact 3D sensors has made
considerable progress over the past decades [2]. Laser point
and slit scanners allow very accurate reconstructions but
are unable to capture dense dynamic scenes [3]. Time-of-
flight systems overcome this problem, but low resolution
and high costs are still major drawbacks [13]. Structured-
light systems are generally low-cost, and many such sys-
tems with different characteristics have been developed in
the past [1]. In contrast to the above methods, multi-camera
systems work with normal ambient light and reconstruct the
3D geometry using triangulation between cameras [15, 4].

Our goal is to create a robust real-time 3D scanning sys-
tem which creates highly accurate dense reconstructions in-
cluding surface color, without posing restrictions on sur-
face texture, scene complexity and especially object motion
and deformation. To this end, we propose a stereo phase-
shift method, based on a combination of structured light and
stereo, and thereby joining their benefits: it is more accu-
rate than passive stereo because of active projection using
phase-shift [18], but it is also robust to discontinuities due
to stereo. The system provides denser reconstructions than
laser scanners or time-of-flight systems and it is real-time
due to implementation on the GPU.

The phase-shift method requires three images recorded
in quick succession. The inter-frame delay can be mini-

Figure 1. 3D reconstructions of a static (left) and a moving (right)
hand. Motion compensation (bottom right) removes the ripples
from the reconstructed surface (top right).

mized by using the RGB channels of the projector for the
three phases [22] and capturing the image with a high-speed
monochrome camera. A color camera simultaneously cap-
tures the texture image with a longer exposure time. De-
spite the short acquisition period, motion will however lead
to distortion artifacts. This is an intrinsic problem of phase-
shift, since 3D acquisition is spread over multiple frames.
When the scanned object is moving, it violates the ba-
sic phase-shift assumption that corresponding pixels in the
three phase images depict the same surface point. This has
only a small effect for tangential motion, since the resulting
surface depth will change only slightly at the observed posi-
tion in the camera. However, it leads to visible artifacts for
motion directed along the surface normal (see Fig. 1). We
address this problem by compensating for the motion arti-
facts and simultaneously estimating the underlying motion.
The resulting reconstruction can also be seen in Fig. 1.

Our paper contains the following main contributions:

1) We present a low-cost, real-time 3D scanning system
that operates by stereo phase-shift. It is composed of an
off-the-shelf video projector with its color wheel removed
to project three separate phase images per frame; two syn-
chronized monochrome cameras to capture the phase im-
ages; and a third color camera camera operating at a longer
exposure setting which simultaneously obtains a colored
texture map of the reconstructed scene. Contrary to previ-
ous systems, our system performs phase unwrapping based
on dense stereo methods, hence the need for the second
monochrome camera. This makes it easily scalable to mul-
tiple scene objects. The whole reconstruction pipeline is
efficiently implemented on the GPU.



2) We analytically derive a closed-form expression for the
motion error incurred by this system. From this, we devise a
numerical approximation of the error that can be efficiently
estimated from the original 3-phase images in order to com-
pensate for a large part of its effects. Simultaneously, mo-
tion along the surface normal is estimated, which could fur-
ther be used to enhance tracking or registration algorithms.
3) The resulting system can capture high-quality textured
depth maps at interactive frame rates of 17 fps, even when
the scanned objects are moving rigidly, non-rigidly, or when
they are being deformed. Interest in fast scanning and scan-
ning dynamic scenes go hand in hand. However, for phase-
shift the latter remains elusive without motion compensa-
tion as proposed here.

The paper is organized as follows. In Section 2 we dis-
cuss related work. Section 3 proposes the stereo phase-shift
method for robust scanning. In Section 4, we analyze the
motion artifacts and describe a method for efficient com-
pensation. Section 5 presents quantitative and qualitative
results of the scanning system.

2. Related Work

3D reconstruction using stereo cameras is a popular re-
search topic, and many algorithms have been developed in
the past. A comprehensive overview can be found at [15].
The same authors also provide a benchmark on the Web [16]
where developers can test and compare algorithms. The cur-
rent top performer [10] relies on color segmentation and op-
timization on the segment level.

Structured light replaces one camera by a projector
which illuminates the scene with one or more patterns [1,
14]. Phase-shift is one of the popular structured light tech-
niques, as it allows for highly accurate and dense recon-
structions [18, 22, 17]. The authors of [20] and [5] present
recent systems combining structured light and stereo into a
common framework.

Dynamic scenes are often handled by using one-shot
techniques [11, 19]. However, highly accurate dense recon-
structions that do not pose restrictions on texture generally
require multiple frames. Motion then needs to be taken into
account explicitly. [20, 21] use oriented spacetime windows
to deal with motion. They provide high quality reconstruc-
tions, but are not suitable for real-time applications. [3] use
a laser scanner and explicitly assume motion between each
sample. Motion and model are recursively estimated and
updated. [9] track stripe boundaries in the image to allow
slow motion.

For phase-shift based methods, [12] mention the prob-
lem as (observed) sine wave modulation. They correct for
it by estimating lines from the projected sinusoidal pat-
terns and calculating motion as line translation. However,
this method is not suitable for high-speed acquisition and
can only compensate for rigid lateral motion. [23] reduce

the motion error by using a phase-shift with three patterns,
where the last pattern is flat. Thus, motion will still intro-
duce distortions, though to a lesser extent, as only motion
between the first two patterns is problematic. Still, the au-
thors concede that this approach is not suited for fast mo-
tion, such as speaking.

3. Stereo Phase-shift

Our proposed scanning system is a combination of si-
nusoidal phase-shift structured light and stereo matching.
It combines the benefits of the two methods, namely max-
imum accuracy through phase-shift and robustness to dis-
continuities through stereo. High-speed performance is
achieved by implementing most of the algorithms on the
GPU (currently NVidia GeForce 7900 GTX). Note that
implementation details concerning fragment and vertex
shaders on the GPU are omitted.

Hardware Setup. Our system is inspired by the phase-
shift acquisition system by [22], but extends it with a second
monochrome camera. It consists of a DLP projector, two
high-speed monochrome cameras and a texture camera. The
4-segment color wheel (RGBW) of the projector has been
removed, so that it projects three independent monochrome
images at 120 Hz, which are sent to the projector as the
R, G and B color channel. The two monochrome cameras
are synchronized and record the three images. The delay
between two image acquisitions is currently 4 ms, where
each exposure takes 2 ms, resulting in a total recording time
of 14 ms for the three phase-shifted images (2+4+2+4+2
ms). The texture camera is also synchronized, but uses a
longer exposure to integrate over all three projected images.

3.1. Phase-Shift

Phase-shift is a well-known fringe projection method for
the retrieval of 3D information. A set of phase-shifted si-
nusoidal patterns is projected, and the phase is calculated at
each point. The minimum number of images is three, but
more images will improve the accuracy of the reconstructed
phase. However, we use three images, as this allows the im-
ages to be projected at high speed using the modified DLP.

The intensities for each pixel (z,y) of the three images
can be described by the following formulas assuming a lin-
ear projector, a linear camera, constant lighting, and a static
object during the 14 ms recording interval ((x, y) is omitted
for the sake of brevity):

I, = Ige+ Imoacos(¢p—0)
Ig - Idc +Imod COS (¢) (l)
Ib - Idc + Imod COS (¢ + 9)

where I, I, and I, are the recorded intensities, I is the
DC component, I,,,q is half the signal amplitude, ¢ is the
phase, and 6 the constant phase-shift. The phase ¢ corre-
sponds to projector coordinates computed as
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where x,, is the projector x coordinate, w the horizontal res-
olution of the projection pattern, and N the number of pe-
riods of the sinusoidal pattern. This means that if phase ¢
is known, the depth d can be calculated using point-surface
triangulation between camera and projector. The wrapped
phase ¢’ (0,27) can be calculated as follows

’_ 0 (IT - Ib)
¢’ = arctan (tan (2) M) . 3)

In our system, we use a shift offset of § = %’T which gives
the following final expressions for phase, DC component,
and amplitude:

V3 (I — I)
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A mask is calculated that removes all uncertain phase values
from the image. The masking operation takes into account
saturation, signal strength, and phase derivative variance.

3.2. Stereo Unwrapping

Two-dimensional phase unwrapping is the process that
converts the wrapped phase ¢'(x, y) to the absolute phase

o(x,y) = ¢'(x,y)+27k(z,y), k(z,y) €[0,N—-1] (5)

where k(x,y) represents the period, and N is the number
of projected periods. It solves the inherent ambiguity of the
phase calculation. Different methods for unwrapping have
been proposed in the past. In general these methods unwrap
the phase by integrating along reliable paths in the image
or by taking a global minimum-norm approach [8]. One
exception is [7] that uses belief propagation for unwrapping
on the pixel level.

There are two major problems with such unwrapping al-
gorithms: Firstly, the unwrapping methods only provide a
relative unwrapping and do not solve for the absolute phase.
Secondly, if two surfaces are scanned that have a disconti-
nuity of more than 27 for all contact points, then no method
based on unwrapping will correctly unwrap these two sur-
faces relative to each other. For 3D scanning this ambigu-
ity has often been addressed using a combination of gray-
code light and phase-shift [17]. However, this requires more
recorded images, and does not lend itself to dynamic en-
vironments. We propose a stereo-based alternative, which
does not pose this problem.

Stereo Matching. As mentioned above only the wrapped
phase ¢’ can be calculated at each image pixel. Eq. (5)
shows that for each pixel N possibilities exists. This means

that the recorded phase can originate from exactly NV differ-
ent positions in the projector image (see eq. (2)), and thus
N possible 3D positions.

For each pixel p = (z,y) we can solve for the period
k(p) using stereo matching between the two cameras. In
contrast to traditional dense stereo matching, the number of
possibilities is limited to N, which allows for a very fast
implementation on the GPU. For each possible period k,
the 3D position is calculated using point-surface triangula-
tion between the first camera and the projector. Note that
both projector and cameras are calibrated internally as well
as externally. The resulting 3D point is projected into the
second camera, and the correlation value d(k, p) is calcu-
lated as pixel-based sum-of-squared-differences (SSD) on
the three phase images:

d(k,p) = SSD (I (p), I (k,p)) (6)
For an efficient implementation on the GPU, the 3D posi-
tion calculation can be omitted by using the trifocal tensor.
This allows to calculate the coordinates in the second cam-
era directly from the coordinates in the first camera and the
projector x coordinate.

The period k(p) with maximum correlation (minimum
SSD) is assumed to be the true period of the recorded phase.
This is in general a valid assumption, as the probability is
low that a random pixel in the second camera will record a
surface point with the same surface reflectance and a similar
wrapped phase but different period. However, noise, specu-
larities, and occlusions increase the probability that a wrong
k(p) is chosen. All further algorithmic steps are therefore
aimed at decreasing the number of false k(p) in the image.

In the following description, a continuous surface seg-
ment according to our definition is a segment of pixels
in the absolute phase image, such that the absolute phase
within that segment is continuous. This means that no two
neighboring pixels have an absolute phase difference of
more than 7 (similar to the continuity assumption in two-
dimensional phase unwrapping). The number of segments
is reduced by a series of morphological operations to mask
out pixels close to phase discontinuities. Thus, small seg-
ments are removed and then incorporated into larger surface
segments using local two-dimensional phase unwrapping.

Unwrap Optimization. Let s; € S be a surface segment
consisting of a set of pixels p; € s;. Every pixel p; has an
assigned period k,(p;) which may or may not correspond
to the true period k.(p;). As all pixels in s; are assumed
to be connected, the period error 0; = kq(p;) — ke (p;) will
be constant for all pixels of that segment. This allows to
optimize for a period offset o; at segment instead of pixel
level. The optimization attempts to find period offsets o;
for all segments, such that their connectivity is maximized.
This is a labeling problem, which we formulate in an en-
ergy minimization framework and solve using Loopy Belief
Propagation [6, 10].



A labeling f assigns to each segment s; a (corrective)
period offset 0; = f(s;), so that ke (pi) = ka(pi) — 0;.
The energy for a labeling f is given by:

E(f) = Edata(f) + ﬂEsmooth(f) @)
where
Buaata(f) =Y Y min (a,d (ka(pi) = f (s;),pi)) (8)
S;ESPiES;
and

Esmooth (f) = Z b (Si7 sj) (1 —disc (siv S])) (9)

Vsi,s;€S|f(si)—f(s5)#0(s4,85)

« is a threshold parameter to ensure that occlusions are not
too strongly penalized. In our GPU implementation, only
the two smallest SSD candidates d(k, p;) (eq. (6)) are re-
tained for each pixel, making « the default weight for all
other assignments. [ is a scale parameter that weighs the
importance of smoothness between segments; b (s;,s;) is
the border length between two segments; disc (s;,s;) =
max [1, wy (I2 +17) +w; (qﬁfx + (b;fyﬂ is a discontinu-
ity weight based on a weighted combination of the squared
intensity gradient magnitude and the phase Laplacian along
the segment border. Thus, it favors discontinuities to coin-
cide with texture and phase borders. o(s;, s;) is the required
relative period offset between the segments so that they are
connected. This can be calculated from the border pixels.
The labeling f with minimum energy is then used to update
the period of every pixel p;:

knew(pi) = ka(pi) - f(sj) (10)

Consistency Check. After the period assignment opti-
mization, there will still be errors in the phase map. We
therefore perform a left-right consistency check to reduce
the number of outliers, thus improving reconstruction accu-
racy. However, this comes at the price of increased run-time
(since the algorithm has to run twice) and may remove pix-
els that are correctly assigned in one camera, but occluded
in the other.

3.3. Texture

Texture acquisition is achieved using a dedicated color
camera. Eq. (5) shows that for a phase-shift of § = %’T,
the DC component ;. will be the average of the three pro-
jected sinusoidal patterns. This averaging is done implicitly
by setting the camera’s exposure time to one 3-phase pro-
jection period. The cameras are calibrated, and thus, tex-
turing a 3D point is a simple projection and texture look-up

operation, which is handled efficiently on the GPU.

4. Motion

The phase-shift algorithm requires three images to cal-
culate the phase. In order to be as insensitive to motion

Figure 2. 3D reconstructions of a moving a) plane and b) hand.
The motion artifacts can be seen as ripples on the surface.

as possible, these three images need to be acquired in quick
succession. Our proposed system has an interframe delay of
4+2 milliseconds. Despite this fast acquisition speed, mo-
tion will still distort the reconstructed phase and thus the re-
constructed 3D geometry. An example can be seen in Fig. 2,
where a planar surface and a hand have been moved towards
the camera. The distortion of the reconstructed 3D geom-
etry can be clearly perceived as ripples on the surface. For
accurate scene reconstruction, this artifact needs to be com-
pensated for. In the following section, we present a method
that allows not only to compensate for the ripples, but also
to estimate the motion of the reconstructed surface.

Let us consider the motion of a planar surface and its ef-
fect on phase calculation, as displayed in Fig. 3. The true
location that the camera observes at a certain pixel is P at
time ¢ty and P_; at t_;. From our system we know that
At = to — t,1 = tl — t() = 6ms. If we know Po and P,l,
we can calculate the distance vector Ac, and thus, the nor-
mal motion displacement As as the projection of Ac onto
the surface normal n. This allows the calculation of the ve-
locity % of the surface along its normal. This calculation
is in fact tightly coupled with the problem of compensating
the motion ripples.

Assume pg, p_1, and p; are the corresponding projector
pixel coordinates of Py, P_1, and Py, respectively. Only the
x coordinates are of importance, as the projection pattern is
invariant vertically. The difference between the points in the
projection pattern is Ax = p”; — p§ ~ pj — p{. As given
in eq. (1), the intensity of an image pixel in each of the three
images depends on the DC component [;., amplitude 1,4,
phase ¢, and shift offset 6. If we assume that the surface
is planar, uniform, and diffuse, then I4. and I,,,q Will be
locally constant on the observed surface. The shift offset 0
is constant at %” However, ¢ changes between the three
images as the camera observes the surface at three different
moments in time. At time ¢_1,tp, and t; it observes the
intensity as projected by p_1, po, and p1, respectively. By
converting Az into the phase difference AG

Al =27N Az (11)
w
(where w is the width of the projection pattern and N is
the number of projected phase wraps), the truly observed
intensities can be described as follows
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I, = I;+ 13 cos(p—0+ A0
I, = I;+ 1 cos(¢) (12)
I, = I;+1zcos(p+6—A0).

As can be seen, these intensities are the same as if we had
used a phase-shift with a shift offset § — A# instead of 0. It
follows that if we can estimate Af for each pixel, then we
will be able to calculate the true undistorted phase at each
pixel, as well as estimate the surface motion.

The relative phase error A¢ between distorted phase ¢ ¢
and correct phase ¢; can be calculated as follows

0 — A0
¢ = arctan (tan < 5 ) g)
¢y = arctan (tan (g) g)
Ap = dp—¢ (13)
o (Ir - Ib)
9= (zlg_lr_lb)

where g is the ratio as calculated with the true shift offset
6 — Af. Fig. 4 shows the relative phase error when using
a shift offset 0 = %’r for calculation instead of the motion-
induced true shift offsets 6, = 2% —0.1 and 6 = 2% —0.3.
The relative phase error would result in motion ripples if
used for geometric reconstruction, similar to those in Fig. 2.

Using eqs. (13) we can find an expression for the dis-
torted phase ¢ in terms of the true phase ¢;:

tan (g)

B . 14
tan("f")) 4

Locally, the undistorted phase values can be approximated
to evolve linearly along a scanline of the camera:

¢t(m) = ¢c + Ppm

where m is the = coordinate of the pixel. Thus,

0
¢f(m) = arctan (tan (e + dmm) m> (16)
2

¢y = arctan (tan (¢pr)

15)

The unknowns in the above equation are ¢., ¢y, and AG.
Instead of minimizing a non-linear function, we linearize
the problem by reformulating ¢; as Taylor expansion of ¢:
= + — (ta — ta

¢t (Z)f 1+tan2 (¢f) ( n(¢t) n(d)f))

tan (o) 2
————— " (tan(¢) — tan (¢y))
(1 + tan? (¢y)) 4

+ O ((tan (&) — tan (67))*) (17)
Rewriting eq. (14) as (e—Ae)
tan (¢y) = wtan (or) (18)
and using the fact that
! = cos” (¢y), (19)

1+ tan® (¢y)
Wwe can express (j)t as

1 = ¢p+sin (2¢y) y—<; sin (2¢ ) — isin (4¢f)) 2 (20)

where 1 [ tan (9—2A9)
v= 2 ( tan (g) ! @b
Af# = 6 — 2arctan <tan <Z) (2y + 1)> . (22)

If only the first-order term of the Taylor expansion is used,
then a linear least-square fit can be performed in the local
neighborhood of each pixel solving for ¢.,¢p.,,, and y:

min

pum (¢7(m) = (¢e + M — sin (20 ;(m)) y))*

In case the second-order term is also incorporated in the
minimization, the roots of a third-order polynomial need to
be found.

Fig. 4 displays the true relative phase error against its
first and second-order approximations for § = 2?”, where
first Af; = 0.1 and then Afy = 0.3. It can be seen that both
approximations are close to the true curve, but degrade with
increasing Af. The second-order curve is a better approx-

imation and is less affected by Af. The figure also shows

(23)



that the quality of the approximation is not uniformly dis-
tributed: the curves coincide well for phase angles around 0
and m, but are worse for [, 37] and [37,%7].

For large A6, the first-order Taylor expansion degrades,
and a bias is introduced in the estimation of y. Instead of
using the second-order approximation, we propose a faster
solution. We use a simulation that estimates y for different
values of Af to create a lookup-table (LUT), which can then

be used to retrieve the true Af from an estimated biased y.

5. Experimental Results

Our current scanning setup allows reconstructions in a
frustum of 60 cm depth with a 40 x 30 cm? front end and a
60 x 50 cm? back end. Both stereo phase-shift and motion
estimation are efficiently implemented on the GPU, though
segment optimization runs on the CPU. Motion estimation
uses a local 1D-neighborhood of seven pixels to estimate y
for each pixel. Median filtering is applied for robustness.
Then y is either used to update the phase ¢, or the shift
offset Af is retrieved from the LUT and the phase ¢ recal-
culated. The depth at each pixel is calculated using point-
surface triangulation, and optionally 5 x 5 spatial Gaussian
smoothing is applied to the resulting geometry.

5.1. Quantitative Evaluation

Experimental Setup. For quantitative evaluation, we
measure the accuracy of the reconstruction of a 20 x 20 cm?
planar surface. The surface is swept across the working vol-
ume at discrete steps, and for each step ten (static) recon-
structions are performed.

Reconstruction Error. Fig. 5(a) displays the root mean
square (RMS) reconstruction error for the planar surface,
averaged over ten frames at a distance of 800 mm to
1200 mm. At each point, a plane is fitted to the 3D points,
and the RMS of the residuals is calculated with or with-
out motion compensation and smoothing. The figure shows
that the reconstruction accuracy of the system is high with
only 0.125 mm error at 1100 mm distance. It can further be
seen that Gaussian smoothing improves the reconstruction
considerably, while motion compensation does not degrade
the reconstruction quality for these static scenes. Fig. 5(b)
shows the magnified residuals for a fitted plane. Gray repre-
sents no error, white a positive residual, and black a negative
residual. Three sources of error can be identified: First, a
calibration error as shown by the slight distortion. Second,
a periodical signal which is due to non-constant lighting of
the projector and third, noise from the camera. Gaussian
smoothing partially removes the third source of error from
the geometry, which is significant at farther distances from
the camera and projector. Closer to the camera, the two
other sources of error dominate, as the system has been cal-
ibrated for a distance of about 1100 mm.

Motion Compensation. A second experiment evaluates
the reconstruction accuracy during motion. The planar sur-
face is moved at 0.5 mm intervals, and the resulting images
are combined so as to simulate motion. Fig. 5(c) shows the
results of this experiment. It can clearly be seen that motion
compensation is indeed beneficial to remove the motion ar-
tifacts. For motion speeds up to 500™*, our method can
factor out the effects of motion entirely. At higher speeds,
the first-order Taylor approximation is no longer sufficient,
and motion artifacts become visible, although their strength
is greatly reduced. Using the LUT further improves the re-
sults, as the bias of the estimated y is removed. At very high
speeds (> 1300% and < —900%), reconstruction is no
longer possible, as other sources of error dominate.

The asymmetry of the reconstruction error can be ex-
plained by the fact that the scale of the phase modulation
in eq. 21 is asymmetric with respect to Af (this relation-
ship is shown in Fig. 6(a)). y increases more dramatically
for negative A#, and thus, motion away from the camera
induces larger ripples than motion towards the camera.

Effect of Accelerated Motion. Fig. 5(c) already contains
small acceleration errors due to the restrictions of the mea-
surement setup. The simulation in Fig. 6(b) shows that the
phase error due to acceleration is similar to a biased and
shifted version of constant motion. Motion compensation
will partially remove the sinusoidal structure, but the bias
will remain. However, as can be seen in Fig. 5(c), bias only
has a small effect, and is not problematic in practice.

Accuracy of Motion Estimate. Fig. 6(c) displays the es-
timated motion of the plane against the true motion of the
plane. The motion is estimated through the calculation of
A6 from the estimated phase modulation y. For the static
scene, the motion estimate is less than 1 %; for SOO% the
estimate is approximately 700™:*. The motion estimate is
slightly biased because of the nature of the Taylor expan-
sion. The advantage of the LUT can clearly be seen, as it
removes the bias and estimates almost exactly the true mo-
tion: for 500 it estimates 4957,

5.2. Qualitative Results

Fig. 7 displays the reconstruction of a complex scene.
The result shows that the scanning system can robustly re-
construct multiple objects with high accuracy. The geom-
etry is correctly textured using the color camera. Conven-
tional two-dimensional unwrapping would fail, as the phase
discontinuity between fruit and teapot is greater than 27.

The next examples demonstrate that deformable objects
are handled correctly by our system, although the planarity
assumption does not hold. Fig. 8 shows a waving cloth.
It is reconstructed at high accuracy, and motion ripples are
removed from the surface. Fig 9 displays the motion com-
pensated reconstruction of a person speaking. Almost no
motion artifacts are visible, although the person moves his
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head. The reconstruction of an upper body with moving
hands can be seen in Fig. 10. Again, motion ripples are cor-
rectly compensated for. Fig. 11 shows online reconstruc-
tions of hand gestures as might be used for gesture recog-
nition. All scenes can be seen on the accompanying video.

6. Conclusion & Future Work

We have presented a robust real-time 3D scanner that re-
constructs complex scenes of several independently moving
objects at 17 frames per second. The scanner relies on the
phase-shift method which allows accurate reconstructions
at high speed. Our system overcomes the two major prob-
lems of fast phase-shift scanning, namely discontinuities
and motion artifacts. A stereo phase-shift method is pre-
sented that uses correlation-based stereo with optimization
on the segment level to overcome the discontinuity prob-
lem. An analysis of the motion error is used to compensate
for motion artifacts on the pixel level. Simultaneously, mo-
tion along the surface normal is estimated. High speed is
achieved by implementing all methods on the GPU. High-
frequency texture and object discontinuities still pose prob-
lems during motion, as the assumption of invariant surface
reflectance is violated. Future work will investigate the pos-
sibility to add a stereo module which handles these cases.
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